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The early origins of free open-source software 
date back to the 1960s, but it was not until the 
late 1990s that the term was coined.1 Since then, 
open-source has moved from the margins to the 
mainstream, powering the digital infrastructures 
of our lives, from code to cloud.2 The Linux 
operating system, released in 1991, today drives 
the world’s top 500 supercomputers, 90% of cloud 
infrastructure and 85% of smartphones.3

The generative artificial intelligence (AI) revolution 
marks a new chapter in a storied history; two-
thirds of the large language models (LLMs) 
released in 2023 were open-source, and tools are 
emerging to help developers design and build 
an application ecosystem atop open-source 
foundation models.4,5  Governments have already 
experimented with open-source AI in everything 
from Covid-trackers and voting systems to 
chatbots for completing tax returns.6 

“Ever since ChatGPT came out and gave AI such 
a broad appeal, the importance of having open-
source underpinnings became part of the parlance 
faster than ever before,” says Priyanka Sharma, 
executive director of the Cloud Native Computing 
Foundation. “The most exciting thing is the level 
of consciousness around open-source and how 
critical it is in the AI movement.”

Advocates argue that open-source promotes 
access to AI, supports research, and boosts 

Executive summary

innovation and economic competitiveness, as well 
as strengthening safety, transparency, privacy and 
trust. A more democratised ecosystem promotes 
diversity and inclusivity by broadening the 
distribution of a powerful technology. However, 
there are limitations, barriers and potential risks 
to contend with too. Open-source models still 
require time, expertise and resources to fine-tune 
and adapt. Users need to source high-quality 
data to ensure optimal performance, which could 
be a challenge for smaller entities as compared 
with more established closed source developers. 
Open-source tools can be used and modified 
by nefarious actors in ways that may be harder 
to govern and track than closed source. This 
Economist Impact report, sponsored by Meta, 
assesses the strengths and shortcomings of open-
source AI and looks to its likely role in the future of 
the AI ecosystem.

Key findings

Open-source can promote the democratisation 
of AI. More open models allow users to interrogate 
data, weights and design to spot biases and adapt 
models to their needs, including cultural and 
linguistic suitability. Open-source developers are 
also creating and sharing tools to support those in 
the ecosystem to build responsible AI. However, 
open-source AI models could also be used by 
nefarious actors, such as producing toxic or harmful 
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content and pursuing cybercrime. Moreover, while 
barriers to entry are falling thanks to the emergence 
of innovations like small language models, there 
are financial, technical and resource constraints 
that may inhibit smaller companies and those in 
academia or the public sector from fully leveraging 
open-source models.

From international scientific collaboration 
to business productivity, organisations 
are reaping economic benefits from open-
source AI. By fostering collaboration, open-
access models are boosting scientific research, 
especially in medicine and biology. At the 
company level, firms are quickly integrating AI 
tools tailored to their needs, helped along by 
common frameworks and a pool of vendors 
offering integration support. At the national 
level, productivity boosts could help countries 
find new sources of economic competitiveness 
and growth, and support the development of 
innovation ecosystems to solve locally relevant 
problems, especially in developing countries. 
However, few estimates chart open-source AI’s 
economic impact. Companies often use multiple 
models in any given project, and open-source 
is, by definition, hard to track in terms of usage. 
There could be economic downsides too. For 
instance, companies face operational risks such 
as choosing a sub-optimal open-source model or 
fine-tuning technique, which could damage their 
performance or reputation. There is also the issue 
of countervailing trends, like the rising cost of 
data acquisition, and potential fines and damage 

caused by the nefarious use of AI or accidental 
compliance breaches.

Open-source models are subject to continuous 
peer review, improving reliability and security, 
and can support transparency in the data 
economy as a whole. Open-source can improve 
trust in AI by allowing users to interrogate and 
test systems and by enabling more secure data 
handling through localisation and on-premise 
utilisation. To deliver on its promise of more 
trustworthy and transparent models, however, 
all participants in the open-source ecosystem 
need to adopt best practices in data sourcing and 
management. Data governance challenges are 
not unique to open-source, but by increasing the 
number of entities able to develop AI systems, 
including smaller organisations, there may be a 
greater risk of flawed practices and errors.

Delivering open-source AI’s full potential 
requires collaboration between industry and 
government; proactive support to ensure all 
users can fully benefit; and a lead institution 
to set standards, definitions and governance 
principles. Some actors may lack the resources and 
tools to fully exploit open-source AI. There could 
be a role for industry and government to support 
actors such as universities or smaller companies in 
areas like compute and appropriate tooling to move 
from experiment to scale. Added to this, a global 
entity could help forge common standards and 
governance, drawing inspiration from organisations 
such as the World Wide Web Consortium.
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Chapter 1: Access

According to the Open Source Initiative (OSI), 
open-source AI offers four ‘freedoms’: to study, 
modify, use and share. It allows any user the 
freedom to use the AI system without needing 
permission, study its inner composition, modify 
the system and share it with others to suit their 
specific needs.7 This allows developers and 
users of all stripes to refine and iterate models 
and algorithms and apply them to diverse 
commercial, personal and social goals. But access 
is a double-edged sword, since the same tools 
can empower malicious actors. 

Chapter one examines how these factors play out 
in specific domains, along with their limitations 
and barriers. 

1.1 Tackling bias, toxicity and harm

Bias in AI training data, weights (the parameters 
that determine a model’s outputs) or model design 
can lead to unfair or exclusionary outcomes. This 
is a key concern, as model outputs can help inform 
decisions in sensitive areas like criminal justice and 
financial credit. Open-source models can be more 
robust to bias because more users, with more critical 
perspectives, can spot risks and vulnerabilities. 
“The best way to harden a technology system 
is to expose it to sunlight,” argues Rahul Roy-
Chowdhury, the CEO of Grammarly, an enterprise 
communications company.

Organisations are also building open-source tools 
to help others tackle AI bias. Grammarly grappled 
with the challenge of LLMs producing inappropriate 
content suggestions due to a lack of context. 
For example, positive language is often a wise 
choice for letter writing, but not in the context of 
a condolence letter. Grammarly built a language 
sensitivity tool called Seismograph to identify and 
classify text that requires careful handling due to its 
content; it detects sensitive situations and limits the 
production of potentially offensive content.8 The 
company, a proponent of open-source, released 
Seismograph for public use. “We want to be positive 
contributors to the ecosystem through projects like 
Seismograph. Because these are public, they can 
get better all the time,” says Mr Roy-Chowdhury. 

“The best way to harden a 
technology system is to 
expose it to sunlight.” 
Rahul Roy-Chowdhury, CEO of Grammarly
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EleutherAI, a grassroots collaborative project, 
released Pythia, a publicly available suite of tools 
to inspect LLMs for bias.9 To ensure their work was 
reproducible, the team used freely and publicly 
available code bases—the open-source GPT-
NeoX and DeepSpeed libraries—for training. The 
platform includes 16 publicly accessible LLMs 
trained on public data, each with 154 checkpoints 
to allow researchers to study the model at various 
stages of the training process. The ability to modify 
pre-training data improved model performance in 
the area of gender bias.10 Other open-source bias 
toolkits include IBM AI Fairness 360, which lets 
users examine, report, and mitigate discrimination 
and bias in machine learning (ML) models 
throughout the AI application lifecycle.11 

Open-source organisations can also tackle bias 
in the AI ecosystem by channelling their own 
resources to innovators, as evidenced by Mozilla.
ai, an initiative from the organisation that created 
the Firefox browser.12 The Mozilla Foundation 
launched Mozilla Ventures, which backs early stage 

companies that align with the Pledge for a Healthy 
Internet, the Mozilla manifesto for an open and 
accessible internet.13 The portfolio includes Themis, 
which has developed software to help ML models 
recognise unreliable outputs, and Truepic, which is 
building tools to authenticate content and limit the 
spread of misinformation from AI-altered images.14  

1.2 Linguistic diversity

The dominance of English language content online 
has led to a linguistic bias in AI models, which are 
often trained on, and therefore perform better in, 
English. LLMs perform better in “high-resource” 
languages due to a paucity of training data in other 
languages. ChatGPT-4 scored 85% in an English 
question-and-answer test compared with 62% in 
Telugu, an Indian dialect.15 While 57% of open-
source AI training datasets are in English, there are 
initiatives afoot to improve linguistic representation 
(see Figure 1).16 A more accessible AI ecosystem 
could deepen support for greater linguistic 
representation in an Anglophone-dominated field.

Figure 1: Language divides in AI datasets
Breakdown of open-source AI training datasets on Hugging Face, by language, 2024

Portuguese

Indonesian

Source: OECD, p3817

57%
English

21%
Other languages

2%
Spanish

1%

1%

2%
Japanese

2%
Korean

6%
Chinese

2%
German

3%
Russian

3%
French



©Economist Impact 2024

Open sourcing the AI revolution 8

Figure 2: GitHub AI projects (% of total) by geographic area, 2011-23

Source: AI Index Report23
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Various companies are already redressing the 
imbalance. Sarvam AI, an Indian start-up, modified 
the architecture of an open model from Hugging 
Face, a US software company, to train it in Hindi.18  
Lelapa, a South African company, is seeking to 
improve access to AI services in South African 
languages with its Vulavula model.19 The Qatari 
Ministry of Communication and Information 
Technology is heading a multi-stakeholder 
collaboration to develop an Arabic LLM, called 
Fanar, based on open-source prototypes.20 The 
model is trained on a combination of data from 
Islamic science, legal documents, and artistic, 
cultural, audiovisual and media content.21 
Another influential project in the Middle East 
is JAIS 70B, an Arabic LLM to support heritage, 
culture and language and provide an AI foundation 
for Arabic-speaking nations.22 There are signs of 
greater global participation in open-source AI 
projects thanks to the availability of portals like 
GitHub, a developer platform (see Figure 2). 

1.3 Limitations and barriers

Malicious use

Because open-source AI improves access for all, 
it can also be used by malicious actors seeking 
to perform criminal or harmful acts, from 
building bioweapons and launching sophisticated 
cyberattacks to producing misinformation or toxic 
content, such as non-consensual intimate imagery. 
Open-source models are, by definition, impossible 
to contain as they glide downstream from the 
guardrails their original developers put in place.24 
But the marginal risk posed by open-source AI 
depends on the use case.

The risk of open-source compared with closed 
depends on the threat. “We see clear evidence of 
an incremental risk of open models in the domains 
of child sexual exploitation and non-consensual 
intimate imagery,” notes Rishi Bommasani, 
society lead at the Stanford Center for Research 
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on Foundation Models. “Open weights, text and 
image models significantly increase the volume of 
this imagery on the internet.” But for bioweapons, 
there is no evidence yet. Moreover, Ray Perrault, 
co-chair of the Stanford University AI Index 
Steering Committee, says closed models can be 
used for nefarious purposes too, just to a lesser 
extent. “They are more restricted in what they 
allow to happen, but this is a problem that crosses 
the open-closed divide. Open-source models are 
easier to crack open, but it’s a matter of degree.” 

“When the developer trains a foundation model, 
they implicitly or explicitly encode some model 
behaviour policy; what things the model can do, 
what types of requests might it refuse,” explains 
Mr Bommasani. “Because these weights are made 
available [ in open-source models], this can be 
changed by third parties downstream, so there is 
more pluralism in determining what behaviours 
are acceptable.”

Open-source model developers could address 
malicious use through stronger conditions of 
use, but these take time to develop and lack legal 
enforcement. “It took a long time to develop 
standard licence agreements for software, which 
provided different sets of mutually acceptable use 
restrictions on the content,” argues Dr Perrault. 

“We haven’t settled on a few dominant models for 
how AI can be licensed.”

He adds that while open-source models 
may include provisions on risks like divulging 
personally identifiable information and restricting 
applications like lethal weapons, they may be 
difficult to enforce. “Until there are more teeth in 
these agreements for what happens if conditions 
are violated, it will be hard to have any real control 
over [malicious use],” argues Dr Perrault. “There 
are always going to be bad actors that are not legal 
entities you can go after.” 

Governments and regulators are developing 
legislation to punish the malicious use of open-
source models but the key challenge is to craft 
rules that can realistically be enforced given 
the limits that open-source developers have on 
downstream use.  

Creating a compliance framework that targets the 
individuals or organisations responsible is no easy 
feat. Once a model is shared, even if the model 
is benign, it can be altered and have its protocols 
removed by third parties. It is incumbent for all 
participants in the open-source ecosystem to act 
responsibly. They can be helped by the emergence 
of innovations that provide guardrails and checks 
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such as watermarking, stable signatures (which 
roots a watermark in an original AI image to 
prevent it from being removed), provenance 
tracking (tracing the history and quality of a 
dataset) and human authentication are being 
developed—some of which themselves are open-
source initiatives.25 

Resource constraints

Open-source models are more financially 
accessible for actors with limited resources than 
the largest commercial enterprises, such as 
universities. “It has become so expensive to train 
a new model,” says Dr Perrault. “If you are an 
academic working on this, there is no way you can 
afford to train a model from scratch; this is beyond 
what most research budgets allow. If we are going 
to support research on this technology, [open] 
models are essential. If we forbade them, there 
would be a few companies that could afford them, 
and everything else would dry up, and that would 
be a disaster.” 

However, while open-source AI models can broadly 
democratise access compared with a world of only 
closed-source models, the technical and resource 
requirements of adapting and fine-tuning AI models 
are not trivial. Fine-tuning refers to the process 
of customisation, to ensure policy compliance 
and data relevance for specific user needs.26 This 
needs computation and resources to prepare 
and process relevant datasets, choose the right 
foundation model and fine-tuning technique, load 
and fine-tune the model, iterate and evaluate, and 
deploy.27 This comes to a fraction of the cost of 
building a foundation model from scratch, but it is 
not necessarily a small cost, in terms of finance or 
human resources, especially for non-profit or public 
entities. Intensively performed fine-tuning activities 
could even result in higher AI energy consumption. 
However, more efficient fine-tuning techniques are 
being developed to remedy this issue.28 

“Even fine-tuning a reasonably small model can’t be 
done on a laptop and there is very little provisioning 
of real compute [ in academia],” says Anand Rao, 
distinguished services professor of applied data 
science and AI at the Heinz College of Information 
Systems and Public Policy at Carnegie Mellon 
University. “Just having open-source models is 
insufficient for academics to make a dent.” 

Mr Bommasani notes that while there are many 
open-source AI model providers, the market is 
concentrated, and if major actors change their 
approach to access or pricing, cost dynamics could 
shift significantly. The economic benefit of open-
source is also contingent on the data environment. 
For instance, there are emerging restrictions on 
tools that trawl the public internet for content, 
which may require alternative data sourcing 
approaches. Data licensing companies and products 
may emerge, which could make data acquisition 
more costly, says Mr Bommasani. 
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Chapter 2: Innovation 
and economic growth 

The economic benefits of generative AI could 
vary widely depending on the extent of use 
and uptake. Modelling by Oxford Economics, a 
consultancy, shows that it could raise the GDP of 
the US by 1.8% to 4%, depending on the speed 
of adoption.29 Innovations that give users more 
choice and flexibility could help deliver the upper 
estimates of impact. 

Open-source can spur the creation of more 
products and services, allowing organisations of 
all sizes to use AI in ways that the developers of 
closed-source systems had never conceived. “A 
lot of AI use cases tend to be localised, whether 
because of language or because the features are 
on edge devices such as phones and cars or they 
are connected to a local company or initiative; 
these last-mile use cases really encourage local 
innovation,” says Ms Sharma.

Chapter two explores how open-source AI can 
support innovation and commerce, as well as the 
practical limits and constraints. 

2.1 Pushing the science frontier

A commitment to openness has already 
transformed scientific research through 
AlphaFold, an AI platform developed by Google 
DeepMind. It can rapidly predict a protein’s 
structure from its amino acid sequence, a 
process that used to take months or even years.30 

AlphaFold is freely available to the scientific 
community, who can access 200 million protein 
structure predictions, supporting research in fields 
from antibiotic resistance and cancer therapy to 
crop yields.31,32,33 

Insilico Medicine is collaborating with a lab at 
Harvard University to develop an AI model, 
Precious-3 GPT, focused on ageing and related 
diseases. It can be used to investigate results from 
DNA and ‘omics’-based tests (related to biological 
molecules), which it combines with reports and 
published research to predict drug sensitivity and 
cellular interactions responsible for the ageing 
process.34 Another project, OpenCRISPR, combines 
LLMs with CRISPR, a gene-editing technique, to 
create customisable gene-editing proteins. The 
initiative aims to extend CRISPR’s reach by making 
the platform free for researchers.35 Another area 
where open-source systems are especially impactful 
is diagnostics and imaging. Tesseract-Medical 
Imaging is an open-source platform providing image 
viewing and reporting schemes for the field.36

A broader open-source science initiative is the 
BLOOM multilingual LLM by Hugging Face, which 
aims to make research accessible across the world 
by generating text in 46 natural languages and 13 
programming languages.37 A team of around 1,000 
volunteers from over 70 countries were involved 
in sourcing and building data sets to ensure an 
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inclusive and collaborative process. Scientists in 
academia, non-profits and smaller companies’ 
research labs can face difficulties gaining access 
to LLM resources, as they are often exclusive to 
large industrial labs.38 BLOOM aims to change 
this by making AI research accessible to these 
smaller-scale researchers, particularly those in 
poorer, non-English-speaking countries who have 
historically been unable to benefit from AI. 

Mr Bommasani hopes open-source will allow 
academic researchers to make a more meaningful 
research contribution to the field of AI itself. 
“Having access to the data in addition to weights is 
useful for transparency about issues such as bias, 
privacy or copyright. You can do some science with 
black-box access to an application programming 
interface (API), but naturally, for scientific 
inspection, deeper access is more valuable.”

Open-access AI can allow researchers to 
understand the dynamics of AI in a way that is not 
possible in fields like psychology. “Academia’s own 
capacity to train foundation models is limited,” 
says Mr Bommasani. Having access to model 
weights is a richer resource for understanding 
what the model does than being able to query 
it as a black box. Interpretability is important 
for understanding AI in a way that we can’t 
understand humans.

2.2 Productivity gains

Commercially adopted open-source is already 
delivering economic gains at the micro and macro 
levels. Grammarly, for example, was able to ship 
newly released open-source LLMs into their 
experimental environment in as little as one day, 
according to Mr Roy-Chowdhury. It is becoming 
easier for companies to tinker with open-source 
models thanks to the development of integration 
software. ML-powered open-source software 
(MLOSS) can accelerate AI adoption, as they are 
shown to provide standardisation, experimentation 
and community creation.39 An open-source 
developer community is more likely to make 
innovative code contributions,40 while tools like 
GitHub Copilot are significantly boosting developers’ 
productivity and efficiency (see Figure 3).

By standardising programming languages, 
frameworks and model designs, these tools lower 
the cost of training and skills among users and 
foster experimentation to find new use cases. 
In 2022 MLOSS models were estimated to have 
contributed US$30bn to the global economy, 
representing a benefit-cost ratio of 100:1.42 

Start-ups and enterprises are building tools to 
help companies adopt and optimise open-source 
AI models. Unsloth, a language fine-tuning 
platform, is capable of making open-source 
models perform up to five times faster than 
competitors, with lower memory use. It makes 
LLMs specialised for specific tasks and industries 

Figure 3: When using GitHub Copilot...

Source: GitHub41
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in less time than other fine-tuning services, 
making innovative custom models easier to 
develop.43 Landing AI is making computer vision 
accessible to a wider range of industries, from 
pharmaceutical research to automotives, via an 
open-source API.44,45  

Rasa AI is an open-source platform that has 
generated cost savings and commercial value 
by providing a platform for companies to 
build chatbots and access to an open-source 
community. One assessment of four companies 
found that the tool achieved a return on 
investment (ROI) of 181% over four years and 
improved developer productivity by 300-400%.46

Open-source models may deliver a more efficient 
compute performance than proprietary ones, 
offering cost and environmental benefits. The 
carbon emissions generated during training were 
20 times less for BLOOM compared with GPT-3, 
despite nearly identical model sizes.47 Open-
source providers are releasing pre-trained models 
with lower compute and thereby reduced emission 

costs than closed source. The Hugging Face model 
was able to analyse a news corpus for US$2.7 
compared with GPT-4’s US$3,061. Their CO₂ 
emissions stood at 0.12 kg CO₂ and 735-1,100 kg, 
respectively.48

Looking forward, Mr Bommasani says open 
models could fuel a more competitive AI model 
landscape through more varied pricing solutions. 
“Prices have aggressively fallen for generating a 
million tokens [the text units used by LLMs] from 
the top language models. That’s an important 
competitive benefit.” 

Much like the shift to cloud computing fuelled the 
emergence of new commercial juggernauts such 
as Salesforce, the demand for open-source AI has 
given rise to high-growth start-ups and unicorns, 
including Hugging Face and Mistral. It has also 
increased the commercial heft of players such as 
Databricks, which specialise in data infrastructure 
solutions. In 2023 Hugging Face was valued at 
US$4.5bn, and is estimated to have seen its 
revenue jump by about fivefold from 2022 to 
2023, while Databricks, valued at US$43bn, saw 
year-on-year revenue increase by 50% for the 
year ending in January 2024.49,50

“The business-to-business software-as-a-service 
sector is built on open-source data centres, 
powered by Linux,” says Mr Roy-Chowdhury. 
He believes that an open-source AI foundation 
could provide the engine for a similar commercial 
layering to emerge in AI. “The innovation will be at 
the application layer. We are going to have these 
incredible foundation models, which are the new 
platform on which people will build incredibly 
innovative applications… it is in all of our interests 
to make sure we have a playing field at the 
foundation model layer [through open-source].” 
He draws an analogy with the early years of cloud 
computing, when platforms came with vendor 
‘lock-in’ and users could not easily move between 
clouds. Innovative applications only emerged later 
thanks to the emergence of a more open, multi-
cloud environment.

“Prices have aggressively fallen  
for generating a million tokens [the 
text units used by LLMs] from the 
top language models. That’s an 
important competitive benefit.”  
Rishi Bommasani, society lead, Stanford Center for Research 
on Foundation Models
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2.3 Going local

Open-source AI supports innovation at the grass-
roots level in developing economies by allowing 
users to deploy and adapt models to solve their 
immediate challenges rather than respond to 
the priorities of technology developers in other 
markets and contexts. Jacaranda Health, a non-
profit, developed PROMPTS as an AI and ML tool 
to support maternal health in Africa.51 The tool 
provides a sequence of messages at each stage of 
pregnancy and fast-tracks care for at-risk mothers. 
FoondaMate, or ‘study buddy’ in Zulu, is a learning 
support tool for middle and high school students, 
answering questions and providing revision re-
sources and past practice tests.52

2.4 Limitations and barriers 

Quantifying value

A recent study estimated that open-source 
software and the supporting code-creation 
networks save firms around US$8.8trn globally.53 
Without open-source software, companies would 
have to spend around 3.5 times more than they 
do already to create software and platforms that 
help run their business. In the EU, investments 

of around €1bn in open-source software are 
estimated to have generated an economic impact 
of €65bn-95bn.54

There are few hard numbers yet on the economic 
impact of open-source AI. Practically, companies 
often use multiple models, which complicates 
attempts to point to specific firm-level outcomes 
from open-source. “They might prototype 
with a closed-source model because the API is 
convenient and they don’t want dependence [on 
the provider], then, once committed, they will 
replace that pipeline by fine-tuning open models,” 
says Mr Bommasani.

Open-source is also hard to quantify “because it’s 
distributed and there is nobody who can naturally 
track it,” he adds. But the existence of firm 
numbers on the economic value of open-source 
software show it could be possible to develop the 
same in AI. “That is what I’d like to see; a more 
rigorous understanding of the magnitude of 
openness, especially when it comes to thinking 
about policy.” Mr Bommasani applauds attempts 
by the UK Competition and Markets Authority 
and the US National Telecommunications 
and Information Administration to focus 
on monitoring open models as a means of 
understanding how their benefits percolate 

“It’s still a challenge for newcomers, 
start-ups and innovators to 
leverage open-source tools 
while remaining competitive for 
immediate time-to-market,   
but it will get easier if costs go 
down and the environmental  
impact decreases.”  
Priyanka Sharma, executive director, Cloud Native 
Computing Foundation
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through the economy.55,56 “That is important for 
understanding the magnitude of the benefits of 
innovation. We can theorise how openness is 
good for innovation, but ultimately, we are going 
to want to quantify that,” he argues. 

Companies need to develop ROI metrics to track 
the impact of open-source. There is excessive 
hype around AI, which even Silicon Valley-based 
venture capital firms like Sequoia believe has 
entered ‘bubble’ territory.57 “Companies need to 
know that they’re actually gaining value from AI in 
general and open-source AI offerings in particular,” 
says Ms Sharma. “It’s still a challenge for 
newcomers, start-ups and innovators to leverage 
open-source tools while remaining competitive 
for immediate time-to-market, but it will get 
easier if costs go down and the environmental 
impact decreases.” 

The process is far from easy. Companies have to 
make consequential decisions in terms of choosing 
between open models, the number of parameters 
and the “umpteen methods of fine-tuning,” says 
Professor Rao. “Quickly, it becomes a massive task 
of identifying; what are my needs and what am I 
trying to do? And therefore, what fine-tuning and 
models are needed. A wrong choice could put you 
on the wrong path for a couple of months, and 
that’s expensive from a corporate perspective.” 
Amplifying this issue, open-source systems often 
lack dedicated technical support.58

Cost of failure 

The history of open-source software suggests 
there are significant economic gains to be realised 

from innovations that widen access and usage 
at the macroeconomic level. There might, 
however, be risks at the organisational level if 
companies take wrong turns in how they adapt 
and fine-tune models.  They may, for example, 
fall foul of regulation through accidental or 
irresponsible use, for instance, risking fines, 
charges or legal action. Companies may use 
open-source to build models that later misfire. 
AI systems are domain-sensitive, which can lead 
to security or reliability issues when training 
them with data that are not representative of 
the original environment.59 Although these risks 
are applicable more broadly to generative AI, 
they are accentuated in the context of open-
source AI as, for instance, a larger number of 
organisations become subject to legal and 
regulatory risks.

If open-source models help nefarious actors 
target economic infrastructure or launch large-
scale cyber-attacks, the knock-on effects could 
be significant; a cyber-attack against the US 
power grid could cost an estimated US$240bn 
to more than US$1trn.60 Cyber criminals have 
already developed tools based on open-source 
models. FraudGPT and WormGPT, which can 
be used for phishing and malware attacks, 
are based on EleutherAI’s open-source LLM 
GPT-J.61,62  Malicious actors have used Stable 
Diffusion’s open-source image generation tool 
to create abusive and illegal imagery.63 Other 
open-source packages like Python’s can be used 
to crack passwords and captchas.64 All of these 
examples create commercial risk for companies 
caught up in the fallout.
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Chapter 3: Transparency 
and trust

By making source code publicly available, open-
source software is subjected to continuous peer 
review, thereby improving reliability and security.65 
One survey found that 89% of IT leaders believe 
open-source software is as secure or more secure 
for their enterprise than proprietary software.66 
Trust and transparency in AI models could also 
improve. The same hygiene effects seen in open-
source software are evident in AI. Sixty-nine 
percent of respondents in a Linux Foundation 
survey believe that open-source generative AI 
leads to increased data control and transparency, 
resulting in more ethical and responsible AI.67 
For organisations in sectors with significant data 

privacy and management requirements, such as 
healthcare and legal, open-source models offer 
stronger control and ownership.  

Chapter three details the salutary effects of 
open systems for reliability, scrutiny and security, 
as well as the benefits of open-source AI for 
transparency in wider fields like sustainability 
reporting. It then articulates how open-source 
systems could, without careful governance and 
management of issues like data quality, lead to 
less trustworthy outcomes.  

3.1 Many eyes

Because models show pre-trained weights and 
the details of the architecture, metadata and 
algorithms, they let third parties inspect the inner 
workings, allowing more users to identify and 
respond to flaws. 

“Having more eyes and more collaboration 
is the best way to solve problems, and that’s 
why open-source ends up being more secure,” 
says Ms Sharma. “In a small company with 50 
employees, only 50 people can look, but if 
you’re open-source, then millions of people can 
look.” This also helps tackle the widening trust 
deficit in AI. Public trust in AI companies has 
decreased from 61% to 53% in the past five years. 
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Making a commitment to responsible AI can 
help companies overcome this obstacle.68 In one 
study from Elsevier, a number of researchers 
and clinicians said that one of the top three 
disadvantages of AI is the lack of permission to 
use the data or information on which AI tools are 
trained; making their inner workings accessible for 
research and collaboration can solve this issue.69

Exposing the inner workings of open-source 
systems also allows a cross-section of users 
and groups from fields such as ethics, sociology 
and psychology to collaborate with technology 
specialists to iterate on the quality and inclusivity 
of models.70 

3.2 Data ownership 

Organisations must comply with both broad data 
management regulations like the EU’s General 
Data Protection Regulation (GDPR) and sector-
specific frameworks, such as the Health Insurance 
Portability and Accountability Act (HIPAA) in the 
US. Further regulations may emerge to govern data 
management and commercialisation practices 
in specific verticals. By giving developers control 
of the models and data, and avoiding the need 
to share data with third-party model providers, 

open-source AI strengthens ownership and 
management of data. Adjacent technology 
advances like on-device and edge AI offer further 
protection against the loss of data provenance, 
control and traceability.  

3.3 Limitations and barriers

Data quality 

The trust benefits of open-source AI depend 
heavily on users and developers identifying, 
curating and managing their data responsibly. 
Models alone cannot perform better than the 
data they are built on. Organisations can develop 
AI models based on their proprietary or unique 
data in order to gain a competitive edge, but 
they must invest in the appropriate checks and 
safeguards. Some organisations are turning to 
alternatives like synthetic data. While this has 
utility, research does call for caution due to the 
phenomena of ‘model collapse’ in which the 
quality of ML models degrades as models feed 
on their own outputs and become progressively 
dissociated from reality.71 While this is a challenge 
for the entire field, open-source might aggravate 
the problem because democratising AI allows 
more entities to build and run models and 
therefore risk flawed data practices.72 

“We need a neutral arbiter 
helping guide the industry, 
with some level of dispassion.” 
Rahul Roy-Chowdhury, CEO, Grammarly
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Companies building or promoting open-source 
models that create synthetic data, can also 
put forward tools and guidelines for avoiding 
model collapse. For example, the use of LLMs to 
create labels and train models could be effective 
in detecting some forms of toxic content and 
improving content moderation.73 

Clarity and consensus

While open-source is associated with higher trust 
and transparency thanks to its decentralisation, 
there is a need for clear and shared definitions to 
ensure the terms are universally understood and 
used appropriately.74 The EU AI Act defines free 
and open-source AI as systems where the source 
code or model is publicly available and can be 
used, modified and redistributed under licences. 
This went further than the common, narrower 
definitions, which tend to relate only to licensing.75 
Open Future, a European non-profit organisation, 
proposes a definition in which models qualify 
as open-source not simply by being publicly 
available, but by making various components 
public ( including documentation, methods, 
weighting factors and architecture details).76 

Some models have restrictions on usage or 
cannot be replicated, and critics point out that the 
computing power needed to build models makes 
the term ‘open-source’ somewhat meaningless 
without access to the computing power required 
to build and run AI models.77 ‘Open-weight’ models 

include information about pre-trained weights, 
which determine the model’s behaviour, but the 
training data, algorithms and architecture are 
proprietary. Fully open-source models are fully 
transparent in both weights and the underlying 
data and architecture.78 The Model Openness 
Framework refers to the most open category 
as Open Science, and adds Open Tooling and 
Open Models.79 

On August 22nd 2024, the Open Source Initiative, 
an industry body, issued a draft set of standards 
defining what counts as open-source artificial 
intelligence (AI). It stipulated that to qualify, 
developers of AI models must make available 
information about training data, source code and 
weights.80 So far, a small number of models qualify 
on this definition and there remains debate within 
the industry about the evolution of the definition. 

The open-source AI community can look to 
history to create an appropriate lead actor to set 
standards and direction in areas such as definitions 
and common frameworks. “We need a neutral 
arbiter helping guide the industry, with some level 
of dispassion,” argues Mr Roy-Chowdhury, citing 
the Linux Foundation and Chromium, the project 
behind Google Chrome, guided by the World Wide 
Web Consortium. “These are industry experts who 
care only about making sure that as we evolve the 
tech, we are doing it in a way that is fair, equitable 
and transparent.”
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Conclusion

Open-source AI models have grown in number and potency in recent years, 
fanning optimism that they could augur a more democratised, innovative and 
competitive AI ecosystem. In a sector where progress has often been defined by 
the accomplishments of its most powerful participants, the promise of a more 
democratic model that enables smaller players to bring innovative ideas to 
market is understandably alluring. 

Democratisation is not the only enticing aspect of open-source systems; in 
theory, at least, the very notion of an open and shareable coding structure 
allows researchers and users from a diverse range of backgrounds to take the 
model in new directions, boosting transparency and creating value. But there 
are practical limits and surmountable obstacles still to be overcome. Fine-tuning 
AI models requires expertise and resources. Some risk vectors may increase in a 
more open-source environment. 

Regulators, developers, researchers and users must work together to develop 
a framework that minimises risk and bias, without sacrificing innovation. 
“Governments and regulators will need to make a lot of changes to address 
society’s needs as this technology grows at an unprecedented rate,” says 
Ms Sharma.
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